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Abstract

"Web semantics’ has for a long time
been a term without much content. The
web is organizing itself, and its pages
are typically added in a random and
ad hoc fashion by everybody who feels
like contributing. Typically, there has
not been much concern about how to
present contents in the best way, other
then pure lay-out issues. This fact, com-
bined with the fact that the representa-
tion language used at the world wide web
is mainly format oriented (i.e. not de-
pending on a complex formal logic rep-
resentation mechanism), makes publish-
ing on the WWW easy, giving it its enor-
mous expressibility. Although widely ac-
knowledged for its general and univer-
sal advantages, the increasing popular-
ity of the web also shows us some ma-
jor draw-backs. The developments of the
information contents on the web during
the last year alone, clearly marks the
need for some changes. Perhaps one of
the most felt problems with the web as
a distributed information system is the
difficulty to find and compare informa-
tion which is provided on it. Many peo-
ple add private, educational or organi-
zational content to the web which is of
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isation tools used to visualise the structure of
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workshop website for the final version.

immense diverse nature. Content on the
web is growing closer to a real univer-
sal knowledge base, where there is only
one problem relatively ’'undealt’ with;
the problem of the interpretation of such
contents.

In this paper, the authors provide a
discusson on a technical solution which
is aimed at helping the web to become
more semantic. The CORPORUM tool
set that is developed for this task exists
of a set of programs that can fulfill a va-
riety of tasks, either as ’stand-alone’, or
augmenting each other. As the aim of
the semantic web is to enhance the preci-
sion and recall of search, but also enable
the use of logical reasoningon web con-
tents in order to answer queries. Impor-
tant tasks that are dealt with by COR-
PORUM are related to information re-
trieval (find relevant documents, or sup-
port the user finding them), but also
information extraction (can we built a
knowledge base from web documents to
answer queries?), information dissemi-
nation (summarizing strategies and in-
formation visualisation), and automated
document classification strategies per-
formed by so-called intelligent agents
which are present on the world wide web
on a pertinent basis. The current article
discusses the CORPORUM tool set and
shows how it can support generation and
utilisation of semantics on the web.



1 Two scenarios to put
more semantics on
the web

Generally speaking, there are two funda-
mentally different scenarios in which the
world wide web could evolve further. Ei-
ther the currently existing mass of docu-
ments available on the web can be anal-
ysed in its current ’as is’ form and con-
tents can be extracted from it, or the rep-
resentation format of the world wide web
is changed up front so that documents
are available in a format that expresses
such ’semantics’ more explicit.

Each of these approaches have their
own drawbacks, a fact that might be the
reason that there is still an ongoing de-
bate on what the next generation Inter-
net should look like. The disadvantage
of flat’, mainly format based represen-
tation languages (cf. HTML, LaTeX)
is that they mix information on content
(the text a writer wants to disseminate)
and the format in which this is done (lay
out issues). Such a disadvantage is to be
opposed to a rather easy to learn lan-
guage, so that virtually anybody with
web access can easily publish informa-
tion, knowledge and opinions.

Another reason for the need for more
web semantics is that although the web
is a media for publishing content, far
from all its contents are created on or
for it! In most cases documentation has
to be reformatted and analysed before
it can be published on the web, and
extracting semantic contents from such
un(web)structured documents might ap-
pear not to be easy at all.

Using an explicit representation lan-
guage with clear semantics, where con-
tent is represented explicitly, usually sets
a halt to the ease of use for most average
users. Using ’higher’ representation lan-
guages (cf. XML/RDF, or formal lan-
guages) in a similar manner as todays
web publishing tools might therefore not
be the best way to go, because it is ex-
pected to thwart publishing and sharing
his or her knowledge and thoughts due
to its higher complexity. Additionally,
backward compatibility of a new seman-

tic web representation language should
be guaranteed.

Having had this debate for a few years
now, in the meanwhile consensus seems
to be that a combination of the two ap-
proaches could solve most of its draw-
backs. As possible solution one can
imagine tool support in order to either
analyse pages that are not represented
in a ’semantically rich’ manner, or offer-
ing graphical interfaces (editors) to peo-
ple that support creating such semantic
representations (semi-)automatically.

These two scenarios are both seen as
important, as long as they coexist on
the web. A variety of projects with
semantic representation languages have
shown that representing all web con-
tents in ’higher order languages’ might
not be feasible unless more automated
approaches become available. However,
an increasing acceptance of more se-
mantic representation language on the
web can be noticed and several initia-
tives aim at supporting them. Sev-
eral project are initiated world-wide to
support the semantic web ([FvHKA99],
[Hen00], etc.), languages, extensions on
languages and query languages are de-
fined ([BGOO], [FHH*00]) and tools
for (semi-)automatic content extraction
are implemented ([BJ99], [oMAGO0],
[2A00]).

Nevertheless, last years of research, be it
conducted government supported or pri-
vate, have shown emerging technologies
that, although often predicted and al-
ready initiated for many years ago, only
recently unleashed some of the power
that lies in a combination of semantic
analysis and distributed information sys-
tems. One of these tools is developed in
the private sector during the past four
years, and has grown mature enough to
serve as bottom technology in a variety
of products, as well as in co-operation
projects on a European level (cf. the On-
ToKnowledge project [FvHKA99)]).
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Figure 1: Core Analyser components’ MiMir functionality.

2 Description of the
CORPORUM system

For building up, utilising and maintain-
ing the semantic web, there are a variety
of tasks that are to be dealt with. All
of these tasks find their raison d’etre in
the fact that people need to get on top
of the information overflow they get of-
fered to them. This holds for individ-
uals learning, organising and interact-
ing on the web as much as for organisa-
tions that want their employees to mu-
tually benefit of a better directed, bet-
ter understandable and more clear in-
formation and knowledge sharing facility
([BJS199)).

On the theoretical side the semantic
web is defined as the means by which
this could be reached. At the techno-
logical side the CORPORUM tool set is
defined as the server for semantic analy-
ses ([BJ99], [EB00]). These analyses are
performed by CORPORUMS’ core com-
ponent, a semantic analyser component
called MiMir. Whereas MiMir is the core
analysis component in the CORPORUM

tool set, this very component can be used
in a variety of settings due to its ability
to extract contents, generate a semantic
representation of the concepts (implicit
as well as explicitly present in texts), re-
lationships and roles. MiMirs’ function-
ality is based on more formal compu-
tational linguistics. The computational
linguistic paradigm (cf. figure 2 and
[EB00]) takes place on three main levels:
the phonological level, word level, sen-
tence level and the supra-sentential level
(very similar to the discourse level).

On top of this basic functionality, the
analyser component has the ability to
compare such representations of mean-
ing, in order to find out how similar they
are. Based on the results of this similar-
ity analysis, the MiMir component offers
advice on which documents are most per-
tinent to a specific analysed text, and re-
turn those parts in targeted documents
most similar to a particular input text
(cf. figure 1).

As soon as embedded in the COR-
PORUM tool set, the MiMir compo-
nent is able to unleash its real strengths
and serves as the ’brains’ of intelli-
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Figure 2: Grammatical analysis of texts.

gent agents gathering intelligence of all
sorts on the web, be it medical knowl-
edge for a specific new pro-leukine based
medicine, a student wanting to collect
material for a course or business intel-
ligence about potential market opportu-
nities or treats. For the intelligent agent
scenario, a web server component, a
database server, mission schedulers and
a client server component are included.
Another component in the CORPORUM
tool set is the Summariser, which is capa-
ble of making summaries of texts based
on a MiMir supported analysis of where
the real information contents reside in
the document. Alternatively such sum-
maries can be made interest-driven, by

using an interest profile (in the form of
a natural language text) and generate
summaries according to these.

Reflecting on the above, it can be said
that three main scenario’s for applica-
tion of MiMir are most pertinent: a)
extraction of information from texts for
building knowledge bases, b) retrieval of
information from other sources (search
scenarios) and c) strategies to compact,
visualise and disseminate information to
people (dissemination and navigation).
With the semantic web philosophy of
an explicitly represented semantics as a
given (RDF/OIL), the scenarios b) and
¢) become less important for the current
discussion and we will therefore only pro-



=Pl wersion="1.0"?=
=IDOCTYPE CONCEFTGRAFH [|=
=CONCEFTGRAPH=
=COMWCEPTLIST=
=CONCEPT=
<NANE=text interpretation prograr=</NANE=
=JCONCEPT=
<CONCEFT=
=NA&NE=text analvsiz engine</HAME=
<JCONCERT=
=[CONCEPTLIST=

=IH3TANCELIST=
=INSTANCE=
<NANME=corporum <t A NE=
<MNSTANCE=
=INSTANCE=
“NANME=mirir</HANE=
=MHETANCE=
</THETANCELIST=

=RELATIONLIST=
<RELATION TYFE="IS4"=

=CONCEPTHAME=corpo nra=fCONCEFTH AIWE=

=3 TRENGTH=0.4000</5TRENGTH=

=CONCEPTH ANE=text interpre tation prog ram

=[COHNCEFTHAME=
=R ELATION=
<RELATION TYFE="ISA"=

=CONCEFTHANE=corpo nn=fCONCEFTH AIE=

=53 TRENGTH=0 4000=/5TRENGTH=>

<RELATION TYPE="[54"
=CONCEPTN ANE=mimir<ICONCEPTHAME=
=5 TREMGTH=0.7000=/3TRENGTH=
=CONCEPTH AME=text analysis engine
=/[CONCEPTHAME=
</RELATION=

<BELATION TYFPE="UNIV"=
=CONCEPTHAME=corpo nra=/ COMCEFTH AIWE=
=5 TRENGTH=0 4000=/3TRENGTH=>
=CONCEFTHAME=mimir</CONCEFTHANE=
</RELATION=

<RELATION TYPE="SUBCLASSOF "=
=CONCEPTH ANE=text interpre tation prog rar
=[CONCEPTHAME=
=3TREMGTH=0.1000=/S TRENGTH=
=CONCEPTHN ANME=program=CONCEFTHANME=
<R ELATION=

“RELATION TYPE="3UBCLASSOF"=
<CONCEPTHANME=text analysis engine
=/[CONCEPTHAME=
=3TREWGTH=0.1000=/5TRENGTH=
=CONCEPTHNANME=e ngine=/CONCEFTHAME=
<[EELATION=

=[FELATIOMLIST=

=CONCEPTHANME=text analyeis engine </CONCEPTHAME= [ «</CONCEPTGRAPH=

=/[FELATION=

Figure 3: An XML export based on a SemStruc.

vide short examples of them. Focus of
this text will be on the generation of ex-
plicit knowledge and information from
a specific text, so that it can be used
for building knowledge bases and ques-
tion answering (cf. RDF query language
and tools [KCPAO0O]). Eventually gener-
ated knowledge bases contain results of
semantical analysis of (web) documents
and techniques to “mine” the underlying
concepts and relations.

2.1 Making content explicit

For the question answering scenarios,
but even for visualisation of contents for
easy graphical interpretation, the con-
tent of the texts found on f.e. the web
should be made explicit. There are sev-
eral ways of performing content analysis,
all having their own definition of mean-
ing. An often found approach to con-
tent analysis is the statistical approach.

In such approaches, words are not re-
garded as representing real-world arti-
facts of specific sorts, but are merely
seen as patterns with statistical prop-
erties (frequencies and co-occurance fre-
quencies). Typically an advantage of
such an approach is that information re-
trieval can be made relatively language
independent (pattern matching is uni-
versal), and is implemented rather com-
putationally efficient. Instead of using
pure statistical methods, Vector Space
Models possibly combined with neural
net technology or genetic algorithms, are
also used. A mayor drawback of such
approaches is the fact that elements in
word-vectors typically have to be ex-
act matches, causing certain word forms
not to be recognized as being similar,
even if they principally are (cf. plu-
ral and singular forms of words, differ-
ent tenses of verbs, etc.). Whereas the
problem with different suffixes (as in plu-
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Figure 4: A visualised SemStruc generated from a CogLet (simplified version)

ral/singular and verb-tenses) has some
solutions, there is less clarity on how to
deal with synonyms, antonyms, etc.

On the other hand, there are pure
formal grammar approaches, aiming to
grasp meaning and semantics in a more
formal sense. The definition of con-
tent as used in the semantic web de-
fines meaning as an ezplicit representa-
tion of the intention of a texts’ author.
A natural way to represent such an ex-
plicit representation could be a (graph-
ical) structure containing all concepts
that play a role in a certain discourse, in-
cluding intended concepts and relations
between those (cf. three related con-
cepts “Luther”, “Martin” and “King”
vs. a single ’intended’ concept “Martin
Luther King” bearing all semantic infor-
mation in a single artifact. The concept
of MLK could then be related to for ex-

ample the concept of “civil rights leader”
through grammatical sentence analysis).
On top of this basic structure, concepts
can be classified (f.e. ’instance’, ’con-
cepts’, 'numbers’ and ’names’). Cur-
rently MiMir is able to grasp the differ-
ence between specific types of relations
that hold as well as a categorisation of
the concepts it deals with. This capa-
bility makes MiMir not only suitable for
typical Information Retrieval tasks, but
also supports knowledge building for the
semantic web and provides the informa-
tion needed for question answering.

Linguistic Text Analysis

As discussed above, the basic analysis of
a text as performed by MiMir is based
on a tokeniser, a Part-Of-Speech tag-
ger, stemming algorithms, Named Entity
recognition facilities as well as a propri-

odern state



etary algorithm for generating concepts
out of single words (cf. figure 2). From
the information that is gathered during
these analyses, a CogLet representation
is generated which puts all information
in relation and defines the context in
which information should be interpreted.

The information residing in a single
CogLet can now be used to export se-
mantic structures (so-called SemStrucs).
SemStrucs can be represented in XML
format, which could be fed into visual-
isation algorithms. CogLets also con-
tain the necessary information to anal-
yse web pages and augment them with a
Resource Description Framework (RDF)
part describing document meta data (ac-
cording to Dublin Core) and a light-
weight ontology based on the analysed
natural language text contained in the
document.

Semantic Structures in XML

Information contained in a CogLet can
also be exported into an XML format,
so that it can be used as semantic an-
notation on a web site or in a knowl-
edge base. XML has been chosen be-
cause it is regarded as the next step up-
ward from standard HTML annotations.
Only a subset of the information in the
CogLet is used for the XML generation,
while containing enough information for
the generation of graphics.

Figure 3 provides an example of such
an XML representation. Relations in
such visualisations are not only typed,
but also annotated with a calculated
heuristic strength. The XML repre-
sented information in figure 3 could be
used as input for the graph visualiser.

Visualising Semantic Structures

As mentioned before, one of the
strengths of SemStructs is that they can
be used for visualisation interests and
contents. This capability allows for us-
age in visual browsers and navigators
based on larger document sets, and to
offer people an at-a-glance overview over
the information they have access to.

Figure 4 shows a simplified! struc-
ture created from a SemStruc gener-
ated by a CogLet and visualised with
CCAviewer?. The structure shows the
semantic clusters around the person
“Ghandi”. There are three main clusters
recognisable, one dealing with Ghandi’s
roles (<young radical>, <leader> and
<talent>), one dealing with his philos-
ophy (<satyagraha>, <non-violence>
and <insight>) and one dealing with
the violent world Ghandi fought against
(<colonialism>, <violence>, <total
rejection>, <western materialism>).

Pictures that are thus automatically
generated from natural language texts
provide an at-a-glance overview over a
piece of information. Such pictures can
then be used in order to augment exec-
utive summaries and readers aids, but
they are also used as visual interfaces to
databases (preferably in corporate set-
tings). As such they augment knowl-
edge management systems, where they
provide a visual entrance to pieces of in-
formation pertinent to specific interest
groups within an enterprise.

As an example of the expressive power
of the SemStrucs, one might take some
time to analyse figure 4 and try to imag-
ine what the original text is about, and
which ’discourses’ the original document
contained.

Augmenting web sites with RDF

Within the OnToKnowledge project,
RDF with extensions are used as repre-
sentation language for the semantic web
(cf. OTK: [FvHKA99], OIL: [HFB*+99]).
The CORPORUMontoEstract cOMpo-
nent is directed to the generation of a

TAs SemStrucs represented in
XML/RDF/OIL are formal representations,
they will easily grow too large for inclusion in
a paper. Hence the very short '"CORPORUM’
text example. The visualisation of SemStrucs
condenses texts, and could therefore be based
on a larger-sized text (about Ghandi).

2The CCA viewer is a product by Aidmin-
istrator Nederland BV. It uses CogLet gener-
ated SemStrucs to generate pictures based on
so-called augmented Spring Embedder technol-
ogy (cf. figure 4). CCA stands for Central Con-
cept Area, referring to the information created
by the SemStrucs.



light-weight ontology’ based on linguis-
tic analysis by CORPORUM in combi-
nation with the information that Sem-
Strucs can provide. This means that
formal taxonomic relationships that hold
in the discourse at hand are disclosed
and made explicit as a set of RDF
tuples. Additionally, traditional web
pages are augmented with Dublin Core
meta data, also generated automatically
by the CORPORUMopioEziract COMPO-
nent?.

Figure 5 provides an example of such
automatically generated DC and onto-
logic knowledge. The attentive reader
will notice that there are two con-
structs declared that are not used in
the example, i.e. <isRelated> and
<hasSomeProperty>. These two con-
structs are defined in the OIL language.
Whereas a typical ontology often rep-
resents a taxonomy (the ontology in
the example is no exception on this),
<isRelated> refers to cross-taxonomic
links that can hold within a domain
and, if represented, can make a differ-
ence in finding needed information based
on context descriptions. As an example
one can imagine two CCA concepts like
<oil-rig> and <ship>. Such concepts
are not typically ’close’ in a traditional
ontology, where they are not found as
sub-classes of vehicles (<oil-rigs> are
not typically means of transportation),
neither as sub-class of a concept like
<building>, <floating device>, etc.
Nevertheless, people working in the oil
industry typically regard the two con-
cepts as highly related, not in the least
due to their natural ’symbiosis’ in ev-
eryday ’life on the rig’. CORPORUM
is however able to capture such cross-
taxonomic links and represent them us-
ing the <isRelated> structure.

The other construct
(<hasSomeProperty>) is the most
general, universal relation type re-
flecting part-whole relations within
a taxonomy. It is currently used in

3DC meta data includes information
about author, key concepts, summary of
the content of a document, its URI, etc.

Dublin Core meta data is described at:

http://purl.oclc.org/dc.

CORPORUMOopntoEztract to define not
further specified part-whole relation-
ships between a <concept> and a
<specifier> of that concept. How-
ever, in some cases there is knowledge
available from the Knowledge Base that
allows us to further refine the type of
properties are actually present. In such
cases, CORPORUMontoEstract Will
query the KB in order to find out how
it can enhance its knowledge represen-
tation. At current this process extends
Ontology generation in RDF from being
single text based linguistic analysis into
an augmentation process where pre-
viously generated ontologic knowledge
(containing “background” knowledge
about the domain) is taken into con-
sideration as much as possible. After
having augmenting the ontology gener-
ated by CORPORUMOntoEztruct thus;
the complete RDF(S) representation is
send to the RDF repository maintained
for ontology storage (OntoKnowledge -
Sesame at the moment).

Future Developments

While used in a variety of commercial
products, ranging from Intelligence Por-
tals, Intelligent Crawler Systems to Sum-
marising Tools and Visualising Compo-
nents, the CORPORUM tool set is sub-
ject to continuous improvement. Cur-
rently the system is able to deal with
English, German and Norwegian texts,
whereas more of the European languages
(French, Spanish, Dutch) are expected to
be added soon.

The MiMir component is also subject
to continuous improvement, so that the
CogLet generated SemStrucs get an even
richer 'meaning’ representation model.
At the same time the functionality of the
core MiMir component is enhanced in
such a way that it can serve many more
tasks (think of enhanced summarising,
including smoothing, discourse recogni-
tion, as well as a more flexible Natural
Language based readers aid.).

An issue that is currently dealt with
is directed to scenarios where one wants
to ’answer questions’. In such cases
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Figure 5: An excerpt of CORPORUMontoEztract generated RDF annotation in-

cluding Dublin Core meta data.

more separated information should be
available that f.e. can make the dif-
ference between a concept (i.e. <car
manufacturer>) and an instance thereof
(i.e. 'Renault’). The question what the
difference between instances and con-
cepts actually is is not always straight-
forwardly answered, as can be learned
from ongoing discussions at the academic
level on this topic. Therefore further
development of CORPORUMOont0Eztract
within the OnToKnowledge project will
be directed towards the (semi-?) auto-
matic generation of RDF represented ’se-
mantic’ knowledge, which is to be used
by reasoning and query engines devel-
oped within the very same project. More
specifically, the algorithms defining the
<isRelated> relationships will be re-
fined in order to more precisely reflect
the specifiers of concepts holding in spe-
cific domains (i.e. instead of currently
stating that a specific instance<car_01>
has a property <isRelated> with value
<red>, it might be able to refine
the <isRelated> property with a sub-
relation <hasColour> with the same
value.

The CORPORUM tool set as such
tends to grow with the functionality
of its core component as well as with

the imagination of and familiarity with
Knowledge Management scenarios by
key 'Knowledge Managers’ in the large
enterprises we cooperate with. It is
our experience that in many situations
there is a larger problem in making peo-
ple understand the potential on a hu-
man and organisational level of seman-
tic tools, as that there is showing the
technical principles behind it. One can
discuss why this is the case, the main
reason possible being that larger enter-
prises tend to have capable people work-
ing with what we would call ’Knowl-
edge Management’, although the enter-
prise as a whole does not always seem
to realise enough the benefits of actu-
ally integrating/implementing solutions
developed by such KM departments at
a company width scale. An acceptance
of the industry of the possibilities of the
semantic web should be boosted by the
availability of tools to support it. Al-
though currently only tested in smaller,
controlled environments, the tool set dis-
cussed in this paper seems to address
many of the issues raised in this paper.
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